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" Driving Storage as a Value Center

NetApp-

© 2010 NetApp. All rights reserved.

Reduce Complexity

A Unified infrastructure
I Combines technology and process seamlessly

Maximize Asset Utilization

A Storage efficiency
I Protect data while avoiding data duplication
I Provide multi-use datasets without copying
I Eliminate duplicate copies of data
I Reduce power, cooling & space consumption

Control Hidden Costs

A Comprehensive data management
I Complete data protection
I Application-level end-to-end provisioning
I Policy-based automation



Flexible Storage

netapp A Single, Unified Platform -

Low-to-High Scalability Multiple ~ Multiple  Multiple A Same tools and processes:
; | Networks Protocols Disks learn once, run everywhere

I3 /A Integrated management
A Integrated data protection

Storage Virtualization Unified Flash Unified Scale Out
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" FlexClone Writable Copies

NetApp-

A Multiple clones are
easily created ¢ ¢
\ Resulting space

A Application development often requires substantial primary

storage space for essential test operations such as platform and
upgrade rollouts

\ FlexClone® improves storage efficiency for applications that need

temporary, writable copies of data volumes
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" NetApp® Unified Storage Architecture

NetApp-
High-end Data Center

Mid-range Data Center F/O

Remote Office / FAS/V6040

Mid-size Enterprise s
FAS/\V/3470
AS/V3160 —
: 1,176 drives/LUNs

|
1680 TB
840 drives/LUNs

1680 TB

A Unified storage architecture for SAN and NAS

A Data ONTAP® provides a single application interface
A One set of management tools and software

A V-Series for heterogeneous storage virtualization

V 136 drives

68 TB 104 drives
68 drives
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A Few words about CERN and computing challenge

A Oracle and RAC at CERN and NetApp for
accelerator databases example

A DataOntap 8 scalability
I PVSS to 150 000 changes/s
I 10 operations per second
I Flash Cache
I 10GDbE

A Oracle DB on NFS experience
A Oracle VM experience

A Reliability and simplicity

A Conclusions
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A Joined CERN in 1996 to work on Oracle database
parallelism features

A OakTable member since April 2005

A Team leader for the Database Services section in
the CERN IT department

A Specific interest in database application and
storage performance
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27 km circumference
Cost ~ 3000 Mu (+ detectors)

Proton-proton (or lead ion) collisions at
+7 TeV

Bunches of 10! protons cross every
25 nsec

600 million collisions/sec \

Physics questions

I Origin of mass (Higgs?)

Dark matter?

Symmetry matter-antimatter

Forces i supersymmetry

Early universe 1 quark-gluon plasma
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Slide from Ralph Assmann http://op-webtools.web.cern.ch/op-
webtools/vistar/vistars.php?usr=LHC1




